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� Executive Summary

The probabilistic method is designed to replace worst�case with typical in the analysis of
computational problems� In the past decade it has revolutionized computational science
largely because of the inability of conventional worst�case analysis to adequately charac�
terize important computational problems� Recent advances in the theory of concentration
of measure
 such as the works of Talagrand
 McDiarmid
 Marton
 and Boucheron�Lugosi�
Massart
 have played a central role� The theory of concentration of measure is the science
of characterizing subsets where the probability mass is concentrated and therefore rep�
resents typical behavior�

Computational science at LANL is also undergoing a revolution due to the computa�
tional demands required to solve scienti�c problems of national importance� Clearly the
theory of concentration of measure will play a central role here also� We propose to de�

velop the theory of concentration of measure to facilitate the revolution of computational

science at LANL�

� Background

Consider the problem of sorting a sequence of n integers in increasing order utilizing
the comparison operation between pairs of numbers� Algorithms exist whose worst�case
run time achieves the theoretical lower bound of n logn for this problem� However
 even
though its worst�case run time is n�
 Hoare�s Quicksort algorithm is often preferred be�
cause of its simplicity and the fact that it frequently yields better run times� This suggests
that a worst�case analysis of Quicksort is not indicative of its true performance� Knuth
was the �rst to resolve this issue by showing that if one places a reasonable probability
distribution on the space of sequences
 then the run time of Quicksort is n logn with high
probability� Knuth�s result not only provides a theoretical justi�cation for Quicksort�s
superior performance
 but also demonstrates the utility of the probabilistic method pio�
neered by Erd�os� The probabilistic method has not only provided a better understanding
of numerous important computational problems
 it has revolutionized computational sci�
ence� In particular it has provided new tools for the characterization of computational
problems
 explanations for the performance of existing algorithms
 and a framework for
the development of new algorithms�

The probabilistic method is designed to replace worst�case with typical in the anal�
ysis of computational problems� This is accomplished by the introduction of a random

	



variable and the application of probability theory to obtain results formulated as prob�
abilistic statements� One common method introduces a probability distribution on the
space of problem instances� This method can be used to both characterize the intrinsic
properties of a computational problem �e�g� bounding the chromatic number of a graph�

and to analyze the computational complexity of solution algorithms �e�g� characterizing
the run time of the Kernighan�Lin algorithm for TRAVELING SALESMAN�� Another
method
 randomized algorithms
 introduces a random process in the algorithm itself�

Having a probability distribution on some primal aspect of the computational prob�
lem induces a probability distribution on the objective variable through its functional

relationship to the primal variable� For example the distribution of the objective variable
run time for HAMILTONIAN CYCLE is the result of propagating the distribution of
the primal variable edge con�gurations through the functional relationship determined
by an algorithm� The most fundamental statistic of the objective variable is its expected
value� Depending on the nature of the relationship between the objective variable and
the primal random variable the theory of concentration of measure can often show that
the distribution of the objective variable is concentrated about its expected value� In this
case the expected value represents the typical value of the objective variable� In addition

this result is often robust to the choice of primal distribution so that the expected value
provides a bound for the value of the objective variable observed in practice�

The theory of concentration of measure
 described below
 is the tool that has enabled
the probabilistic method to successfully attack many outstanding computational prob�
lems� For example Frieze and Reed ��� have used it to constructed a polynomial�time
algorithm that with high probability solves the NP�complete problem HAMILTONIAN
CYCLE on random graphs with edge probability 	��� Thus
 even though the problem
has hard instances
 the typical instance is easy� They also use concentration of measure to
show that a certain branch and bound algorithm for KNAPSACK takes super�polynomial
time with high probability� In this case the typical instance is hard
 even though there
are easy instances� Consequently the utilization of concentration of measure in the prob�
abilistic method has revolutionized the study of these landmark problems by providing
resolutions to issues which have eluded researchers for several decades� More gener�
ally the theory of concentration of measure has become an invaluable tool in discrete
mathematics
 combinatorics
 probabilistic analysis of algorithms
 analysis of randomized
algorithms
 and machine learning
 and therefore has evolved into a major research area
in probability� For recent surveys see Alon
 et�al� �	� and Habib
 et�al� ����

The theory of concentration of measure is the science of characterizing subsets where
the probability mass is concentrated� The most common example is proving when a
random variable is concentrated about its expected value� Note that the terminology
�expected value� is misleading in that it suggests that this value is typical� For example
Figure 	 shows the distribution of run times for some algorithm� Clearly the expected
value E is not typical of the run time and seriously misrepresents the performance of
this algorithm� On the other hand Figure � shows the distribution of run times for an
algorithm which possesses a concentration result� In this case the probability distribu�
tion is concentrated about its expected value and therefore the expected value faithfully

�



E

Figure 	

E
run time run time

Figure �

represents the typical run time�
In applications the functional relationship between the objective and primal variables

may be unknown or complicated to compute� For example consider the problem of
computing the chromatic number of a random graph where the primal variable is the set
of edges and the objective variable is the chromatic number� In such cases even when
the distribution of the primal random variable is known
 the distribution of the objective
variable is not and so the concentration of the objective variable about its expected value
may not be addressed directly� The theory of concentration of measure addresses this
situation by developing results using known properties of both the functional relationship
and the distribution of the primal random variable� Recent work has shown that positive
results can be obtained for primal distributions and functional relationships for which
only generic properties are known� For example Talagrand�s concentration inequality has
transformed this �eld and has pioneered the way for its future development �	���

The weakest concentration result is Chebychev�s inequality


P �jX � E�X�j � �� �
��

��

where �� is the variance of the random variable X� For small �
 X is concentrated
around E�X�
 but the bound is weak because it is polynomial in 	��� The �rst strong
concentration result is Cherno��s inequality


P �j �X � E�X�j � �� � �e��n�
�

where �X � �

n

Pn
i�� xi is the sample mean of n independent identically distributed �iid�

binomial random variables� When E�X� � 	�� Chebychev�s inequality concentrates �X by
� � �

�n��
while Cherno��s inequality concentrates it by the exponentially stronger �e������

Note that these bounds are not asymptotic and hold strictly for any �nite n� The non�
asymptotic nature of these bounds is maintained in all the following concentration results�
Indeed this non�asymptotic property is a distinguishing feature of these bounds and is
essential to the practitioner working on �nite problems� Hoe�ding extended Cherno��s
inequality to general iid random variables� Recent theoretical advances provide concen�
tration results for more general classes of functions than the sample mean� At present
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there appears to be four main techniques
 all making di�erent assumptions on the class
of functions� McDiarmid�s inequality based on martingale di�erences �	��
 Talagrand�s
inequality based on his induction method �	��
 Marton�s inequality based on information
theory ���
 and the inequality of Boucheron
 Lugosi and Massart ��� utilizing logarithmic
Sobolev inequalities� These techniques collectively cover a broad class of functions and
therefore are applicable to many computing problems� On the other hand these results
have been formulated without concern for speci�c computational problem domains
 and
computer scientists have simply utilized the results that most closely match their needs�
Consequently for many computing problems concentration results do not yet exist
 while
for others existing results are not as powerful as they could be� We propose to address

this shortcoming by tailoring concentration theory to speci�c problem domains�

� Proposed Work and Importance to LANL

In the past decade computational science has been revolutionized by the probabilistic
method largely because of the inability of conventional worst�case analysis to adequately
characterize important computational problems� Recent advances in the theory of con�
centration of measure have played a central role� Computational science at LANL is
also undergoing a revolution due to the computational demands required to solve scien�
ti�c problems of national importance� Clearly the theory of concentration of measure
will play a central role here also� We propose to develop the theory of concentration of
measure to facilitate the revolution of computational science at LANL� To accomplish
this task we proceed on two fronts� the extension of the general theory and the develop�
ment of a theory for speci�c problem domains� We have made progress on both fronts
in machine learning� In particular in Hush and Scovel ��� we extended the general re�
sult of Boucheron
 et�al�
 while in Hush and Scovel �
� we improve the speci�c result of
Koltchinskii ��� concerning the concentration of the Rademacher statistic� In summary

� we propose to extend the general theory of concentration of measure represented
by the works of Talagrand
 McDiarmid
 Marton
 and Boucheron�Lugosi�Massart�

� we propose to develop a theory of concentration of measure for speci�c computa�
tional problem domains at LANL�

Many of the scienti�c problems studied at LANL contain uncertainties that can be
modeled using primal random variables which are propagated through complex systems
to yield the objective random variable� In many cases it is possible to obtain reasonable
estimates of the expected value of the objective variable� If we wish to interpret this
expected value as a faithful representative of the object of study
 concentration of measure
is required� Examples of LANL programs which can bene�t from this research include
parameter estimation in weapons design codes
 predictability
 monitoring the health of
nuclear weapons
 detection of hard and deeply buried targets
 simulations of large scale
socio�technical systems
 network intrusion detection
 automatic document classi�cation

and genome sequencing� We describe a version of predictability in some detail� Here
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the goal is to determine the accuracy of numerical simulations in approximating the
evolution of a �eld equation� The technique of optimal prediction invented by Chorin

et�al� ��� places a probability distribution on the space of �elds at time zero conditioned
on the value of the discretized �eld at time zero� Simulations are performed which
are designed to approximate the evolution of the �eld equation� They are designed to
accurately propagate the expected value
 but their propagation of the distribution is
not clear� To interpret the expected value as an accurate representation of the solution
requires the concentration of the propagated probability measure about this value� To
put this in the context of this proposal
 let the �eld at time zero be the primal variable
distributed according to the conditional probability distribution at time zero� Let the
objective variable be the �eld at time t distributed according to the propagated pdf� Then
the functional relationship between the primal and objective variable used in the study
of concentration of measure is determined by the simulation� By considering generic
properties of the simulation it may be possible to establish concentration of measure

thereby providing con�dence in the simulation�s predictions� Success in these types of
e�orts would provide con�dence in the accuracy of simulation methods used at LANL
on problems of national importance�
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